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A B S T R A C T  

The rapid development of location-based networks (LBSNs) has transformed many aspects of tourism 
and management by changing the way travelers interact with destinations. However, changes in data 
analysis pose a major challenge to POI computational models, limiting their ability to generate accurate, 
reliable language and information. This study reviews recent advances in integrating multiple datasets, 
machine learning algorithms, and artificial intelligence to improve POI recommendations. In particular, 
it explores integration techniques, opinion analysis, and context-awareness techniques to mitigate data 
constraints. Furthermore, the study highlights the importance of real-time monitoring and creative 
strategies in sustainable management, especially in improving user experience and trust. The 
transparency and reliability of AI-based recommendations are essential for user adoption, optimization, 
and informed decision-making. This study also demonstrates the integration of spatial, temporal, and 
spatial information to improve the accuracy of recommendations and address issues such as bias, 
variability, and change over time. Using artificial intelligence (AI) and machine learning (ML), this paper 
presents future directions for generating accurate, user-friendly, and adaptive POI recommendations. 
Addressing data inconsistencies and enabling informed decision-making can lead to robust and 
sustainable LBSN-based systems, ultimately transforming the tourism experience and services of the 
region.

1. INTRODUCTION 

The tourism sectors an essential pillar of global economic and cultural exchange is currently experiencing a profound 

transformation, driven by technological advancements. Among these innovations, Location-Based Social Networks 

(LBSNs) have emerged as a crucial development, allowing users to share experiences, preferences and location data in 

real-time. These platforms present unprecedented opportunities to customize travel experiences through Point-of-Interest 

(POI) recommendation systems [1], which utilize user-generated content and behavioural data to furnish personalized 

suggestions. However, the scarcity of check-in data a common attribute of LBSNs poses a significant challenge to the 

efficacy of traditional POI recommendation models [2]. The incapacity to accurately capture user preferences and generate 

contextually pertinent recommendations necessitates the investigation of sophisticated computational techniques. Recent 

research has indicated that the integration of auxiliary data sources, such as social connections, textual reviews and 

geographical context, can substantially enhance the quality of recommendations. Although there are hurdles, this approach 

offers a promising avenue for improving user experiences in the tourism domain. The emergence of sophisticated machine 

learning algorithms (such as matrix factorization, deep learning and reinforcement learning) has undeniably facilitated the 

modelling of complex interrelationships among users, locations and contextual factors. Multi-modal data integration [3], 

which synthesizes textual, visual and temporal information, has further broadened the purview of point-of-interest (POI) 

recommendation systems by enriching the representations of users and locations. However, despite these advancements, 

significant challenges persist. Ensuring explainability within recommendation models is paramount, alongside addressing 

the scalability of systems operating in data-rich environments and fostering user trust through transparent algorithms. This 
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paper endeavours to scrutinize the state-of-the-art techniques and methodologies employed in POI recommendation 

systems, with a particular focus on tackling data sparsity and enhancing user-centric design. Although these issues are 

intricate, their resolution is critical for future developments in the field. 

By combining collaborative filtering, personalized recommendations, and sentiment-driven insights, this study presents a 

well-rounded approach to building efficient and adaptable POI (Point of Interest) recommendation systems. The aim is to 

improve the quality and usefulness of suggestions by tackling issues like limited data and diverse user needs. This paper 

examines the existing literature on location-based social network (LBSN) recommendation systems, exploring their 

challenges and current approaches. The third section delves into strategies for addressing the challenges of limited check-

in data, proposing the integration of diverse data sources to improve recommendation effectiveness. Section 4 analyses the 

benefits of transparent AI models and adaptive algorithms for better decision-making and user trust. The final section 

explores promising avenues for future research, focusing on developing adaptable and context-sensitive travel solutions 

that meet the evolving needs of modern travellers. 

 

2. METHODOLOGY 

The rarity of check-in information from location-based social networks is a tremendous headache for conventional POI 

recommendation models. However, the development of the data fusion technologies with instruments of machine learning 

algorithms, and relying on multi-modal sources of data have led to the creation of new lines of research in this field [4]. 

Because of the growing demand for LBSNs, it is imperative that researchers look into these emerging sectors and develop 

original methods to make the POI recommendations more efficient and user-friendly thereby promoting the wide-spread 

usage of location-based services. The upsurge in the use of Location-Based Social Networks (LBSNs) has 

triggered significant developments in the Point-of-Interest (POI) recommendation systems.  These systems aim to increase 

the ‘customer/user’ experience through the utilization of different data sources such as check-ins, user reviews, and social 

interactions. However, the effectiveness of these systems is mostly hindered by issues like data sparsity, scalability, and the 

need for personalized-context-aware recommendations. This section provides an overview of the field's major 

contributions, established in three individual areas Data Enrichment, Algorithmic Advancements, and User-Centric 

Design to point out the rigor and diversity of approaches on these issues.  LBSNs are up and coming and are designed to 

create a platform for users to share their location, experiences, and preferences with the people in their social circles. They 

are a vast source of details that can be utilized by tour operators to offer tailor-made suggestions to travellers. Apart from 

the parsing of user-generated content, like check-ins, reviews, and ratings, tour operators can set up the top places to see, 

the trending activities and various unconventional things to see within a destination. LBSN smart operators can gather 

location-based data [5] and create decision making systems with intelligent POI travel advice that are tailored to the client. 

These systems can process different indicators such as user preferences, social connections, and the context of information 

in order to deliver the perfectly fitting individual recommendations. 

2.1 Data Enrichment: Leveraging Multi-Modal Inputs 

The salient issue concerning the recommendation systems of Points of Interest (POI) that are driven by Location-Based 

Social Networks (LBSN) is the sparsity of check-in data, which impedes the ability to make the right inferences of user 

preferences. Various data enrichment techniques have been tunnelled through by the researchers to address the issue. Social 

connections, geographical proximity, and user-generated content (e.g., textual reviews and multimedia uploads) have been 

widely integrated into POI recommendation models to provide auxiliary information [6]. For instance: 

• Social Influence Modelling: Social collaborative filtering is among the methodologies which has been deployed to make 

predictions on what users prefer by mining their behavior and that of their social circle. Surveys have indicated that one 

can increase recommendation quality through social influence by 20%, especially in the case of scarce datasets. 

• Geographical Context: Proximity-based methods, for instance, the ones that use kernel density estimation or spatial 

clustering, enhance the models by taking into account the users' mobility patterns and their preferences for the nearby 

attractions. 

• Multi-Modal Fusion: The most recent methods fuse the variety of textual data, images, and temporal information to 

prepare richer user and location representations. The convolutional neural networks (CNNs) and recurrent neural 

networks (RNNs), for instance, have been used to process images and the sequences of check-ins, respectively, thus 

gaining a more thorough insight into the users' preferences. 

2.2 Algorithmic Advancements: Enhancing Computational Models 

Advances in algorithmic techniques have played a pivotal role in overcoming the limitations of traditional POI 

recommendation models. Key methodologies include:  

Matrix Factorization and Beyond: Collaborative filtering model All the major matrix factorization techniques (eg: SVD 

singular value decomposition) are based on. Unfortunately, those methods are often crippled by sparse data. For part II, 

hybrid methods that marry matrix factorization with content based filtering, or social network analysis has been suggested.  
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Deep Learning Models: The power of deep learning now allows models to automatically digest user-location interactions 

for POI recommendations to be made amazingly sophisticated. Specifically, graph neural networks (GNNs) have been 

reported as promising for capturing spatial and social dynamics of the LBSNs. Reinforcement Learning: Reinforcement 

learning has been employed to construct dynamic recommendation systems that are driven towards long-term user 

happiness instead of short-term views. E.g. reward-based mechanisms for bringing recommendations closer to user 

feedback and changing preferences [7] 

2.3 User-Centric Design: Fostering Trust and Engagement 

At scale, recommendation systems need users to consult for them on a regular basis. This is to enhance transparency, make 

explainability somewhat realistic and making the whole fashion of it an unsteady ride just as with XAI-integrated 

Explainable Recommendations.  Employed Explainable AI can impart an User trust on the user regarding the random gaps 

that are aggregated for recommending POIs to users. They can make a system more transparent by providing direct 

reasoning (e.g., highlighting a friend who visited a recommended place in a recommendation).  

Delivery: User feedback– helps in shaping the recommendation models. As an example, systems that adhere to model of 

Recommendations getting better and user satisfaction increasing (given by integrating explicit (ratings) with implicit 

(clicks, check ins) user feedback to be adaptive strategies has been demonstrated. 

2.4 Role-Based Framework for LBSN-Driven Systems 

The challenges and methods of the picture above show that how we need a framework to design a strong POI 

recommendation system as well. In this paper, we develop a role-based framework consisting of three interdependent roles 

(Data Enrichment, Algorithmic Advancements and User-Centric Design) for LBSN-driven systems to systematically tackle 

the distinctive characteristics of such systems. In combination, all the roles improve the entire recommendation pipeline: • 

Focus on this Data Enrichment: usable labeled features (not too sparse) who acts as the base to tackle all sorts of sparsity. 

Algorithmic Advancements: The glue that keeps us strong enough to execute on the enriched data, computationally. • Trust 

& Organic Engagement: User-Centric Design matches system outputs with user expectations; thereby establishes two-way 

relationship. As we have highlighted in this role-based framework, the key takeaway is that to achieve scalable, accurate 

and user-friendly POI recommendation systems we must incorporate multiple methods. This gives a roadmap for further 

studies and the interplay between data, algorithms and user engagement. 

 

3.  TECHNICAL APPROACHES FOR ADDRESSING CHECK-IN DATA SPARSITY 

Handling the sparsity of check-in data is still to be considered as a core issue in LBSN-based POI recommendation systems. 

Usually, the classical models fail to properly handle the subtleties of user preference and contextual factors and result in 

sub-optimal recommendations. This section devotes itself to the state-of-the-art technical strategies that fall under the 

proposed vertical and mainly include Data Enrichment, Algorithmic Innovations and User-friendly enhancements. Such 

paradigms bring to the fore how the enhanced data, advanced algorithms and dynamic system designs act in unison to 

handle sparsity for providing personalized and contextual recommendations. 

3.1 Data Enrichment Strategies 

The foundation of a robust POI recommendation system is multi-modal high quality, extensive data. To provide data 

sparsity remedies, the researcher has used several data enrichment methods that combine information from multiple 

sources.  

• Social Connections: The latent preference of users is based on their interaction within LBSNs e.g.,friend/followership 

or common preference. Full exploitation of socially aware collaborative filtering with regard to the leverage of user 

behaviors in context weaker in socially similar users.  

• Proximity: Location data is fortified with spatial metadata. Enrichment with methods, such as density-based clustering 

and gravity models increases the sense of context around recommendation by focusing POIs near to one another 

geographically.  

Temporal Dynamics: Time-variant Records of Data (seasonality, Time-of-day patterns etc…) are incorporated to offer 

recommendations that match with user calendar and activity trends. Compared to the work that has used recurrent neural 

networks (RNNs) to model effective temporal sequences of check-in data [8], for instance, recurrent neural networks.  

Multi-Modal Data Fusion: Advanced approaches nowadays combine textual , visual and acoustic data to generate rich 

descriptions of user preferences with POI attributes. For instance, convolutional neural networks (CNNs) process the 

images posted by users; techniques like natural language processing (NLP) examines the user reviews in order to understand 

sentiment and context. 

3.2 Algorithmic Innovations 

Tackling Data Sparsity using algorithmic innovations made it possible to capture complicated user-item interactions and 

contextual dependencies in modeling. Also are hybrids that use resources from collaborative and content-based methods to 
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reduce sparsity. For instance, we exploit matrix factorization with the complement of user-generated content (e.g. reviews, 

tags) for generalizable recommendations. Neural models (e.g., attention mechanisms,g. Graph Neural Networks (GNNs) 

show that these perform well for capturing the relationships and are able to learn in sparse datasets. GNNs model spatial 

and social graphs to learn user only latent preferences. Transfer learning techniques will be used here so that you can train 

on sparse data by using one of those pre-trained models that are already learn more from zero. We Transfer the prediction 

wise knowledge from domains rich in data (e.g., e-commerce) to those domains relatively poor for sparse data (e.g., travel 

recommendations) which leads in better prediction. RL methods learn to optimize recommendation strategies by interacting 

with users in a feedback loop. These methods respond to low data by sampling diverse, relevant recommendations through 

priority of these exploratory actions. 

3.3 User-Centric Enhancements 

Addressing situations with little data requires systems that are sturdy algorithm-wise but also react to what users need.  

Making things more user-focused means looking at transparency, trust, and flexibility.  

  Clear Recommendations: Explainability deals with the fogginess of fancy models, helping users trust them and things like 

attention visualization and rule-based reasons make recommendations more understandable by showing why they were 

made making them more straightforward.   

 Active Learning and Feedback Cycles: User feedback, both direct (e. g.  ratings) and indirect (e. g.  clicks), plays a huge 

role in overcoming slim data.  Active learning models repeatedly ask users for feedback on uncertain recommendations, 

improving system accuracy.   

Dealing With Cold-Starts: The cold-start problem a specific example of little data, is handled through user profiling and 

demographic-based recommendations.  By taking advantage of external data (e. g.  publicly available user activity), systems 

can generate initial recommendations for new users and POIs [9]. 

3.4 Integrated Role-Based Framework for Data Sparsity 

The approach here brings together three key pieces to help deal with the problem of not having enough data in location-

based social network recommendation systems.  First, we enrich the data we do have by pulling in information from other 

sources to flesh it out.  Second, we use clever algorithms that are designed to handle sparse data sets.  And third, we keep 

the focus on tailoring everything to the individual users - being transparent about what we're doing and adapting as their 

needs change and   the goal is to leverage those extra data sources and smart math to cover over the gaps while wrapping 

it all up in an package tailored to each person.  That way we can still suggest useful and relevant places to go, even without 

extensive behavioural data histories to draw from.  The result is recommendations that feel like they were hand-crafted for 

you, even though the behind-the-scenes heavy lifting is done automatically. 

 

4. THE ROLE OF EXPLAINABLE MODELS AND ADAPTIVE LEARNING ALGORITHMS IN 

ENHANCING SYSTEM EFFECTIVENESS 

As location-based networks (LBSNs) become the basis for personalized travel, the need for efficient and effective POI 

recommendations has increased. Modern recommendation models [11–16], especially those driven by deep learning and 

continuous machine learning, often lead to “black box” effects, limiting the user’s understanding of the decision-making 

process in the real world. Furthermore, user preferences and behaviors evolve over time, requiring adaptive systems that 

can enhance learning and adapt recommendations. This section examines the dual role of feature models and adaptive 

learning algorithms to improve the quality, transparency, and user engagement of LBSN-based recommendations. 

4.1 Explainable Models: Building Trust and Transparency 

The rise of machine learning models and POI evidence is largely driven by interpretation.  Interpretation models address 

this market by providing clear, actionable insights into process outcomes, enhancing trust and improving user engagement. 

Attentional approaches to interpretation: Attentional approaches and neural network modeling, such as inference models, 

have been used to uncover key aspects of evidence. For example, a news system might suggest that a restaurant be 

recommended based on the number of visits a user has made, or the high ratings they have received over a period of time 

[17]. 

• Rule-based interpretation: Rule-based models, such as decision trees, are combined with higher-level systems to provide 

accurate information. Hybrid systems can combine the predictive power of neural networks [18] with the description 

of rule-based methods to address accuracy and clarity. 

• Visual and textual descriptions: The description is enhanced by visuals (e.g., a heat map showing popular POIs) and 

textual descriptions (e.g., “This museum is recommended because 80% of your friends have recently visited it”). These 

methods provide users with operational insights and improve system adoption rates. 



 

 

16 Dutta et al, Vol. (2025), 2025, pp 12–18 

• Benefits for user trust and decision-making: Research shows that information systems increase user trust, especially in 

environments where important decisions are involved, such as planning a trip. By supporting recommendations and 

user expectations and providing reasons for them, these methods promote long-term engagement. 

4.2 Adaptive Learning Algorithms: Addressing Evolving User Needs 

User preferences in LBSN are dynamic and influenced by factors such as changing needs, seasonal trends, and current 

environmental conditions. Adaptive learning algorithms allow POI recommendation systems to respond to these changing 

needs by continuously improving their models based on new data and feedback. 

• Real-time learning: Systems that use real-time learning can adapt to user behavior. For example, reinforcement learning 

algorithms increase user satisfaction over time by changing feedback loops and modifying recommendation strategies 

[19]. 

• Active learning for small data sets: Active learning frameworks focus on user feedback to address data-sparse issues. 

For example, the system may ask users about their preferences for ambiguous POIs to refine its model and improve 

future recommendations. Machine learning algorithms can update the system’s parameters without retraining the entire 

model, which improves computational efficiency. This method is particularly useful when users’ preferences change 

over time. 

• Personalization through contextually aware adaptation: Adaptive systems incorporate contextual variables such as time, 

location, and weather conditions to update recommendations. For example, recommending indoor activities during 

inclement weather can be more user-friendly and relevant. 

4.3 Synergy Between Explainable Models and Adaptive Learning 

Combining descriptive models with adaptive learning algorithms can improve system performance by building user trust 

in system adaptation: 

• Deep description: Adaptive systems have interpretable elements that can adapt their predictions based on changes in the 

user’s environment. Work. For example, a POI recommendation system can provide customized descriptions that reflect 

users’ recent activities and feedback. 

• Feedback-based model improvement: By incorporating user feedback into the adaptive learning process, the system can 

improve not only the accuracy of recommendations but also the quality of explanations. Users can trust systems that learn 

from their own data [20]. 

• Scalability and functionality: The combination of descriptions and modifications ensures that the system is scalable in 

complex environments, such as environments containing large LBSNs with diverse user bases and large data streams. 

4.4 Advancing the Field: Future Research Directions 

Future research should focus on developing integrated systems that integrate descriptive models with transformative 

learning. Key areas of exploration include: 

• Future-Oriented Description: A systematic approach that organizes descriptions for user context, improving relevance 

and reliability. 

• Enhanced Learning: Incorporating descriptive models into support learning models to provide reasons for 

transformative decisions. 

• Multimodal Transformational Interpretation: Using multimodal data (e.g., text, images, and user interactions) to create 

meaningful, meaningful descriptions. 

4.5 Implications for System Effectiveness 

The dual focus on interpretation and adaptation ensures that the POI advisory system is not only accurate and relevant, but 

also reliable and easy to use. By improving transparency and accountability, these approaches improve the performance of 

LBSN-driven incentive systems, paving the way for greater adoption and seamless evolution of tourism technologies [21]. 

 

5. FUTURE RESEARCH IN INTEGRATED MULTI-MODAL FRAMEWORKS 

As point-of-interest (POI) recommendation systems continue to evolve, the travel and hospitality industries will 

increasingly rely on these systems to deliver a better user experience. However, current approaches still have significant 

gaps, limiting their effectiveness, scalability, and inclusiveness [22]. Future research should address these challenges by 

supporting advances in data integration, interpretation, transformation, and new technologies. This section explores unmet 

needs and areas of research and provides a roadmap for the future. 

5.1 Integration of Multi-Modal Data Sources 

The new generation of POI generation engines heavily rely on single-source data, such as user ratings or location history, 

which makes them unable to provide insights into user preferences. Multiple data sources, including audio, image, video, 

and sensor data (such as GPS and weather signals) provide rich information that can improve the robustness of the model. 
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Despite their powerful capabilities, few systems are able to properly integrate a variety of input types for the following 

reasons: 

• Data presentation methods: Current methods have difficulty integrating many spatial data seamlessly. Deep learning 

and multi-method analysis techniques, while promising, have not yet been fully explored for immediate applications in 

POI systems. 

• Event-related information: Systems often ignore physical models (e.g., weather events) and events (e.g., climate, traffic 

flow) that are relevant for generating adaptive ideas. Integrating these components into organizations requires new 

approaches that combine physical and spatial modelling [23]. 

5.2 Advancing Explainable and Transparent Systems 

As consent processes become more complex, they become less interpretable, creating distrust among users. Although deep 

learning models are successful in predicting accuracy, their “black-box” nature makes it difficult to interpret 

recommendations [24]. Key issues include: 

• Lack of real-time reporting: Most current systems are unable to provide real-time, real-time reports that can be translated 

into user interactions. This limits their ability to accurately inform decisions, leading to user confusion. 

• Trade-off between accuracy and truth: Research has yet to find a balance between the accuracy of deep learning systems 

and simple, legal interpretation. Hybrid models combine these strengths in their infancy, which requires more attention 

to complete AI processes, making them easier to explain. 

5.3 Enhancing Adaptability and Scalability 

User preferences are dynamic, requiring systems to be able to adapt and scale well to accommodate a wide range of users. 

However, several challenges have hampered progress in this area: 

• Self-paced learning methods: While methods such as reinforcement learning and accelerated learning show promise, 

they are still in the early stages of development. These systems should be designed to continuously learn from real-time 

user feedback and adapt to their needs [25]. 

• Scalable Architecture: Current architectures are often difficult to scale properly, especially on Large Scale Social 

Networks (LBSNs) with millions of users. Distributed and cloud-based systems need to be re-optimized to meet real-

time processing requirements [26]. 

5.4 Addressing Data Sparsity Challenges 

Data scarcity, especially in niche markets or developing regions with limited access to data, remains a major challenge for 

recommendation systems. The following areas highlight the need for innovative solutions: 

Data Generation: While Generative Adversarial Networks (GANs) have shown promise in other areas, their application in 

POI recommendation systems to generate synthetic data remains largely unexplored. It has not been extensively 

investigated [27]. 

Cross-domain learning: Transferring knowledge from data-rich regions to sparse regions is a promising approach, but 

implementations are rare. Developing a robust cross-domain learning framework is essential to address this data gap. 

5.5 Privacy and Ethical Considerations 

As POI recommendations increase the reliance on sensitive user information, ensuring privacy and addressing ethical issues 

are important. Key findings include: 

• Privacy-preserving federated learning: While federated learning offers a decentralized approach to training models 

without sharing original data, its integration with POI systems is still in its infancy. Issues such as communication 

overhead and integration models need to be further investigated.  

• Impartiality and fairness: Current systems are often biased in their recommendations, favoring popular sites or the 

public. Research is needed to develop fairness-aware algorithms to reduce bias and promote fairness in 

recommendations. 

The future of POI recommendations lies in developing integrated systems that resolve these conflicts while prioritizing 

user experience. Modular architecture, real-time performance, and flexible deployment will become key components. 

Furthermore, incorporating ethical considerations into the design and use of these systems will ensure that they are fair and 

reliable. Addressing these issues will ensure that POI systems meet the diverse needs and demands of today’s travelers and 

support widespread adoption of recommendations in society. 
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