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A B S T R A C T  

This study aims to explore the integration of smart buildings (SBs) into smart cities (SCs) and assess 
their potential to improve urban performance. It uses AI tools, such as OpenAI’s ChatGPT and Google 
Bard, to evaluate 26 SB service criteria across five SC domains: energy, mobility, water, and waste 
management. The study employs an AI-driven methodology to quantify the cost-effectiveness, resilience, 
and sustainability of SCs. The framework involves five processes: (1) scraping smart city announcements 
from the web, (2) typescript pre-processing, (3) using a latent Dirichlet allocation model for strategic 
topics, (4) measuring intertopic similarities with Hellinger distance, and (5) assessing communication 
trends in real-world urban environments. The study deconstructs top-down discourses of smart cities to 
uncover political programs aimed at aligning citizens and improving urban outcomes. Insights gained 
from the analysis reveal the impacts of SB services on SC domains, identifying areas for further 
integration and enhancement. This study presents a novel AI-driven approach to evaluate the integration 
of SBs into SCs, providing a comprehensive assessment of their performance. The findings offer valuable 
insights into the potential benefits and challenges of incorporating smart buildings into urban 
environments, highlighting opportunities for improved cost-effectiveness, resilience, and sustainability. 

 

 

1. INTRODUCTION 

A smart city is an innovation-based urban system based on ICT. The goal is to use ICT to improve urban services that are 

being caused by urbanization without properly establishing policies regarding well-being. In a smart city, citizens’ quality 

of life is improved. To successfully manage complex government-to-government cooperation processes, in particular with 

citizens, the Author [1] suggests that a new model of governance is needed. Developing a new governance model involves 

government, citizens, and other social actors rethinking their roles, developing new processes, and developing new 

government structures [2]. Urbanization has become one of the most prominent global developments in recent times, with 

over half of the world's population now residing in cities [3], [4]. Managing urban environments presents numerous 

challenges such as traffic congestion, environmental pollution, public safety concerns, and social disparities [5]. Sustainable 

urban development also introduces critical concerns, including the consumption of natural resources, climate-related risks, 

and the need for social equity and inclusion. Addressing these complex, cross-disciplinary issues requires innovative 

approaches in urban policy and governance research [6], [7], [8], [9]. In this context, urban sustainability has emerged as a 

vital and evolving domain within the broader field of urban governance studies [3], [10]. 

Several emerging technologies, especially smart and artificial intelligence, offer promising solutions to these challenges [11], 

[12]. In smart city governance, cutting-edge technologies such as Big Data and AI are used to develop innovative 

management methods, management models, and management concepts in urban management[13], [14]. It is not without 

challenges, however, to implement smart city governance [15], [16]. Using AI for urban planning poses many ethical and 

practical challenges, including ensuring that algorithms are transparent, fair, andaccurate [13]. People may also discover 

more specific risks associated with smart cities as they explore their boundaries. Due to these deficiencies, we looked for 

ways to complement and improve  this manual, bureaucratic effort  that requires a large amount  of human  intervention and
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automate parts of the current system using Artificial Intelligence (AI). Specifically, we examine the role opinion 

mining plays in decision-making by applying Natural Language Processing (NLP). The goal is ultimately to be able 

to extract residents’ current viewpoints from social media and improve a smart city’s decision-making process by 

incorporating them into the tools provided. In addition to Calgary, the system developed in this research can be 

applied to other cities.  

This study introduces a novel method for consistently assigning land use categories to spatial development plans 

by analyzing their textual descriptions. ML methods are used for classifying and clustering text using natural 

language processing (NLP) [17]. The currently used methods of harmonizing spatial planning data require manual 

mapping between land use categories. Mapping occurs when plans are harmonized, such as when they are reduced 

to a single conceptual framework. Spatial data is harmonized using ETL (Extract, Transform, Load). Land use is 

considered an attribute of the spatial object. An area’s functions are classified according to a standard, e.g. a 

commune, and mapping is performed accordingly. There are difficulties arising when different land use 

classifications are applied to each plan. After that, multiple classifications need to be mapped to the source 

classification. Using NLP methods, we present our approach to integrate spatial development plans using well-

known methods. The textual arrangements of many plans with different land use classifications can be 

automatically classified in this manner, allowing us to integrate them. There has not been a literature study that 

discusses how artificial intelligence algorithms can integrate planning documents, especially in the area of natural 

language processing. 

 

2. RELATED WORK 

 In a smart city, infrastructure, attributes, and themes all come together. As well as attributes smart cities have 

characteristics as well. As part of the planning for a smart city, themes are often referred to as pillars since they 

contribute to the city’s ongoing progress. An essential component of any smart city is its infrastructure, which 

facilitates its operation. In this section, we examine the features mentioned earlier from the perspective of a generic 

smart city deployment. Smart cities are multi-attribute, combining a number of factors. The majority of smart city 

proposals emphasize sustainability, urbanization, and smartness as the four main attributes [18]. There are a few 

sub attributes under each attribute. Sub attributes of sustainability include governance, pollution, energy, climate 

change, and social issues[19]. Efforts to keep ecosystems in balance while providing services and performing city 

operations are known as sustainability. There has been an improvement in urban citizens’ emotional and financial 

well-being. It examines the transition from a rural environment to an urban environment from a technological, 

economic, infrastructure, and governing perspective. The desire to improve social, economic, and environmental 

standards is what defines smartness in a city. 

There is abundant literature on monitoring social media data. Researchers have used event detection to detect citizen 

dissatisfaction with local authorities, identify hate speech, evaluate misinformation, and optimize energy 

conservation in the past. In other words, machine learning has been used, but its paradigms, particularly for real-

time event detection, are not as effective as our combination of NLP techniques. A smart project will be identified 

within selected cities as the first stage of the research, followed by the identification of SC as the second stage. 

Smart cities and real estate projects were assessed at both levels of the selection criteria in order to identify areas 

for improvement and set attainable goals. It was determined that six factors and ten key characteristics would 

determine a smart city’s real estate standards. In spite of this, the methodological framework’s wide range of 

categories and indicators may make its implementation challenging. Research also suggests that the framework 

may not cover all aspects of intelligence and integration, including those at the urban and project levels. 

To improve the human-building interface, a number of barriers need to be removed. Human comfort and 

preferences can be collected continuously and non-invasively using NLP research in the context of building 

occupancy. In addition to data feeds, this information contributes to FL control, ML and NN training data sets. This 

review highlights the connections between AI and smart building topics, as well as the importance of natural 

language processing for obtaining occupant data. Also, if a greater number of these data are available, it will greatly 

benefit additional research in this field. In spite of the lack of corresponding research into the field, the authors 

believe that NLP within Smart Buildings deserves a far greater level of attention since it has the potential to 

drastically transform how humans interact with buildings, as well as the potential to enable all other areas discussed 

in this paper. 

Multimedia e-learning requires personal computers (desktops, laptops, and handhelds), platform-as-a-services 

(PaaS), infrastructure-as-a-services (IaaS), and software-as-a-services (SaaS). Several tools are used for distance 

learning, including e-tutoring, self-assessment, and communication apps, such as Zoom, chat apps, forums, and 

video call applications. Aspects of mobile e-learning include technological mobility, pervasive learning 

environments emphasizing social interaction within their activity spheres, and organizations' relationships with 

individuals. There is a merger between mobile learning (M-learning) and pervasive learning (P-learning) that results 

in ubiquitous learning (U-learning). 



 

  

23 Jiang et al , Vol. (2025), 2025, pp 21–28 

Education technology is characterized by the combination of information systems, computer hardware, 

communication networks, software, lifeware, and educational theory into electronic learning systems (E-learning). 

By formulating and implementing technological developments and implementing informative resources, 

educational technology improves individual intellectual performance. Mobile computing devices, personal 

computers, smartphones, tablets, and other devices are being used in e-learning programs to allow students to 

conduct their learning outside of a traditional classroom. Smart multimedia technologies have enabled e-learning 

education in the 21st century, including online, virtual, distance, and automated libraries. E-library, also known as 

virtual library, saves and makes multimedia digital files accessible over large computer networks, allowing users 

to access information from anywhere in the world. 

  

3. PROPOSED METHODOLOGY 

The framework illustrated in Figure 1 was designed to evaluate the prominence of strategic themes in top-down 

smart city governance, aiming to enhance alignment with citizens and analyze their interconnections. This approach 

helps in understanding how top-down governance influences urban performance and whether such communication 

strategies are effective and suitable for smart city development. Each case study follows a consistent five-step 

process: (1) collecting official smart city announcements via web scraping; (2) preprocessing the extracted textual 

data; (3) applying Latent Dirichlet Allocation (LDA) to identify thematic priorities; (4) assessing topic similarity 

using the Hellinger distance along with a comparative analysis; and (5) evaluating the effectiveness of top-down 

communication by comparing it with actual urban performance outcomes. 

3.1 Top-down data Extraction 

Several text datasets related to urban management were analyzed in this study, including those from Boston. The 

smart city strategies we chose instead of digital notices from government portals provide top-down messages that 

inform and align citizens with urban policy. Duplicate notices and notices with fewer than 40 words were 

eliminated. In addition, all notice tags have been retained, including Analytics Team, Arts and Culture, Budget, 

Environment, Food Access, and Public Safety. Although some announcements occasionally convey unrelated 

information, mass web scraping was conducted to create voluminous datasets that, when combined with topic 

modelling, enabled us to identify the major trends in smart city strategies despite their sporadically unrelated nature. 

The topic modelling stage could be used to eliminate non-smart city-specific content through unsupervised LDA.  

 
Fig.1. An overview of the research framework. 

 

A smart city announcement and a smart initiative announcement would typically be retained. A smart city is often 

perceived as focusing on digital content rather than human-centred communication, which is ambiguous and 

subjective [21],[22]. Using Web scraping, you can collect and convert unstructured Web data, usually in HTML 

format, into structured data that can be analyzed locally. Common HTML templates are typically used to encode 

government announcements on websites for a given city. Through analysis of the HTML documents’ structure, a 

Python Beautiful Soup program was developed to navigate and extract textual information from them.  

3.2 Text data pre-processing 

An efficient text analysis requires appropriate data preparation; it can eliminate unnecessary characters and 

inaccuracies that may occur during web data extraction. In text data preparation, stopwords are removed, bigrams 

are inserted, and lemmatization is performed. Text analysis units in NLP are tokens or strings of encoded bytes 

representing text. Tokenization is a method of separating individual words from punctuation marks in text data. In 

the end, words were lemmatized to determine their root forms. This pipeline is based on Python and executes these 

tasks sequentially. Two objects were created for each city using the Gensim Python NLP library: a dictionary for 
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converting distinct words into unique numerical IDs and a list for mapping articles into “word_id” and 

“word_frequency” lists.”  

3.3 Topic modelling 

Those who produce language produce unstructured data that is intended for other people to understand. There is a 

linguistic property to text data that makes it easy for others to understand and for computers to process [23]. The 

statistical topic model provides a powerful framework for extracting and summarizing text corpora contents, which 

is built using standard Latent Semantic Analysis (LSA) and is further generalized and extended. In contrast to 

traditional keyword matching methods, topic modelling automates content analysis and reduces text dimensions 

without affecting topic discovery. Topic modelling using LDA, as presented, is becoming increasingly popular in 

engineering and project management. From unlabeled documents, this method extrapolates the core topics using 

an unsupervised machine-learning technique. Documents, 𝑑, are treated as probability distributions, 𝜃𝑑, ended a set 

of 𝐾 topics, and topics, 𝑘 ∈  {1, … , 𝐾}, are treated as probability distributions, 𝜑𝑘, over keywords in the vocabulary. 

A matrix with rows representing documents and columns representing topics is shown in Figure 2. 𝜃𝑑.𝑘 represents 

the probability of document d containing topic k. The structure of 𝜑 is similar, with rackets representing themes 

and pilasters representing arguments. Figure 3 illustrates the LDA process simplistically. 

 
Fig. 2. The latent Dirichlet allocation method is represented graphically. 

 

 
Fig. 3. The latent Dirichlet allocation process is represented in a simplified manner. 

Topics, while observable variables in LDA, should be statistically inferred so that dimensions can be reduced. The 

LDA algorithm allows each document 𝑑 is connected to each of its 𝑁 constituent words through a thread, and 

threads are probabilistically clustered into topics based on the 𝛼 and 𝛽 parameters, as well as the Dirichlet 

Compound Multinomial (DCM) distribution [12]. Thus, 𝜑𝑘,𝑤 represents the chance of a given word w falling into 

topic k, while 𝜑𝑘,𝑤 signifies the chance of a topic 𝑘 being contained in document 𝑑. By leveraging these 

distributions, the algorithm incorporates a latent layer of topics that links words to documents. As outlined in the 

next section, topic coherence metrics are employed to evaluate the statistical relevance of the extracted K topics.  

The Latent Dirichlet Allocation (LDA) model was applied using the Gensim library in Python on the preprocessed 

textual data. A core topic extraction algorithm was implemented after implementation. A validation study has been 
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conducted on metrics used to determine the coherence of words within topics [12]. Therefore, these metrics are 

effective for assessing how well LDA models align with human judgments [24]. A 𝐶𝑈𝑀𝑎𝑠𝑠 and 𝐶𝑉 coherence 

indicator is considered in this study. 𝑡, 𝐶𝑈𝑀𝑎𝑠𝑠(𝑡; 𝑊(𝑡)) In Eq (1), the pairwise score logarithmic function is 

averaged to measure 𝑡, 𝐶𝑈𝑀𝑎𝑠𝑠(𝑡; 𝑊(𝑡)) internal coherence. A topic coherence score, such as CU, is based on the 

average of topic coherence scores across the topics in a topic model, as described in Eq (2). 

𝐶𝑈𝑀𝑎𝑠𝑠(𝑡; 𝑊(𝑡)) =
2

𝑁(𝑁 − 1)
∑ 𝑙𝑜𝑔

𝐷(𝑤𝑖
(𝑘)

+ 𝜖)

𝐷(𝑤𝑖
(𝑘)

)
𝑖<𝑗

                                    (1) 

𝐶𝑈𝑀𝑎𝑠𝑠 =
1

𝐾
∑ 𝐶𝑈𝑀𝑎𝑠𝑠(𝑘; 𝑊(𝑘))

𝐾

𝑘=1

                                                      (2) 

A document with a word 𝑤𝑖; 𝐷(𝑤𝑖 ; 𝑤𝑗) contains the words𝑤𝑖  and 𝑤𝑗; while a document with word 𝑊(𝑘) =

(𝑤1
(𝑘)

, … , 𝑤𝑁
(𝑘)

) contains the words most likely to be associated with the topic k [24]. Additionally, 𝜀 =  1 is used 

in Eq. (1) so that no logarithm is required. As a result of its logarithmic function, 𝐶𝑈𝑀𝑎𝑠𝑠 resulting in negative values 

to 0 indicating topics that are more interpretable by humans. 𝐶𝑉 was proposed as another method for measuring 

coherence. Four main components make up the framework: (1) word-pair segmentation of topics, (2) a Boolean 

sliding window is used to estimate the probability of words or word pairs, (3) NPMI and cosine similarity are then 

combined to calculate topic confirmation measures, (4) aggregating the final coherence into 𝐶𝑉 by arithmetic mean 

[24], [25]. When coherence is high, topic models are more interpretable, and the coherence indicator returns a value 

between [0, 1]. While 𝐶𝑉 requires a lot of computational effort, it outperforms all existing coherence measures, 

including𝐶𝑈𝑀𝑎𝑠𝑠, which still has the advantage of being faster 

The optimal combination of hyperparameters (topic number, k, document-topic density,𝛼, and word-topic 

density,𝛽) was determined using grid search optimization, Initially, we computed coherence metrics 𝐶𝑉 and 𝐶𝑈𝑀𝑎𝑠𝑠, 

based on models trained at 𝛼 =  0.01 and 𝛽 =  0.11  values within [3; 26] for determining the optimal number of 

topics k. Due to the likelihood of 𝐶𝑉 scores increase with more topics, and optimal K values are determined by 

figuring out at what point the benefit of increasing returns becomes uneconomical. 𝐶𝑈𝑀𝑎𝑠𝑠 fluctuations were kept 

in mind when making these heuristic determinations. For each case study, LDA models were tuned to optimize 

coherence metrics. The outputs were visualized using a web-based Python package that verified their human 

interpretability; LDA topics were plotted on a two-dimensional graph using the (t-SNE dimensionality reduction 

method. According to Eq (3), terms w are relevant to their respective topics if 𝜆 is a weight parameter. 

𝑟(𝑤, 𝑘|𝜆) = 𝜆𝑙𝑜𝑔𝜙𝑘𝑤 + (1 − 𝜆)𝑙𝑜𝑔
𝜙𝑘𝑤

𝑝𝑤

                                        (3) 

It represents the probability that the word w would occur in the corpus, where 𝜙𝑘𝑤 is the probability that word 𝑤 

would occur for topic 𝑘 ∈  {1, … , 𝐾}. There is a challenge involved when interpreting topics when 𝜆 =  1, since, 

in this case, the most commonly occurring and insignificant words are ranked first according to their probability. 

The same holds when 𝜆 =  0 is listed, as these words are essentially topic-specific. It led to the decision to set 𝜆 to 

0.3 to improve topic interpretation. 

3.4 Similarity Analysis 

To explore the relationships among the four categorized text corpora, we employed the Hellinger distance as a 

measure of similarity. Various metrics are available for comparing topic distributions produced by LDA, including 

the Kullback-Leibler (KL) divergence, the Jensen-Shannon divergence—a symmetric and smoothed adaptation of 

KL—and the Hellinger distance [26]. Among these, the Hellinger distance was selected due to its consistency when 

dealing with probability distributions that have different supports. As expressed in Equation (4), this metric 

quantifies the similarity between two distributions, 𝑝 and 𝑞, making it suitable for analyzing topic interactions in 

this study. 

𝐻𝐷(𝑝, 𝑞) =
1

√2
√∑(√𝑝𝑖 − √𝑞𝑖)

2
𝑇

𝑖=1

                                               (4) 

In Hellinger’s distance, lower values indicate greater similarity, while higher values indicate greater differences. 

Hellinger distance is a useful method for analyzing LDA topics because topics are modelled as probability 

distributions over words. As a measure of similarity, the Hellinger distance between topics was subtracted from 

one in this study. For the four smart cities, intertopic Hellinger similarity matrices were computed to identify 

differences and complementarities. Seaborn Python’s diagonal heatmaps were used to display the results. 

 

4. EXPERIMENT AND RESULTS 

We used a three-point scale for expert evaluations when artificial intelligence-generated ratings differed from 

expert evaluations: 0 (no impact), 1 (moderate impact), and 2 (significant impact). Smart city domains were 

evaluated according to a five-point Likert scale. The framework was evaluated based on its clarity, 

comprehensiveness, constraints, and possible improvements. An 80% consensus was sought in Round 2, based 



 

  

26 Jiang et al , Vol. (2025), 2025, pp 21–28 

on the results of Round 1. A personalized feedback session was held with experts who were unable to reach a 

consensus on scores. The nine remaining variables were all agreed upon by 80% at the end of Round 2, 

demonstrating the strength of agreement on the evaluation framework. 

 
Fig. 4. Amount of agreement on the factors related to smart buildings. 

In order for smart cities to reach their full potential, some areas still need to be developed. A 54.32% score 

indicates moderate progress towards ideal integration, which is aided by energy storage, smart EV charging, and 

energy usage monitoring. Resilience scores are 54%, which suggests a moderate level of preparedness for 

emergencies. Off-grid capability, rainwater collection, and smart water meters make the building more 

environmentally friendly. An overview of all case studies is presented in Figure 5. 

 
Fig. 5. The integration of smart buildings into the performance of smart cities. 

 

In comparison to the ideal model, Edge smart buildings have high integration scores. Integrating mobility, water, 

and security to deliver exceptional performance. Although it improves in some areas, it falls short in others, such 

as energy and waste management. Although this may be the case, The Edge’s overall performance is consistent 

with Amsterdam’s smart city goals, underscoring the important role that integration plays in achieving sustainable 

urban growth. Several smart buildings and cities have been inspired by the success it has had in integrating smart 

services. 
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Fig. 6. Scores for the case studies with respect to integration. 

5. CONCLUSION 

In a smart city, smart buildings (SB) and smart cities (SCs) are integrated to improve performance and development. 

Through the use of AI-based methodologies, such as OpenAI’s ChatGPT and Google Bard, this study demonstrates SB 

services’ importance to efficiency, resilience, and environmental sustainability in key SC infrastructure domains. A 

proposed framework, which uses web scraping, topic modelling, and comparative analysis, provides valuable insight into 

how urban performance aligns with strategic communication trends. Smart city integration is a complex process, and further 

advances in fields like energy and waste management are needed to realize the full benefits of smart cities. In addition to 

demonstrating SB’s ability to support SC infrastructure, the study also suggests pathways to improve integration in order 

to achieve sustainable urban growth. 
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