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Keywords these networks has become a prominent research area, as it helps to uncover the underlying structure and

Community detection instability in relationships, thereby predicting organizational changes. This paper reviews the latest
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advancements in algorithms for community detection in signed networks, focusing on multi-objective
optimization approaches that balance modularity and frustration minimization. We explore various

Signed social networks methodologies, including ant colony optimization, genetic algorithms, and memetic algorithms, and their

applications in identifying community structures. The study highlights the significance of understanding

both positive and negative links in social networks to provide a comprehensive analysis of their structural
Al dynamics.

1. INTRODUCTION

The social network is the most popular type of network and can be defined as a set of nodes that represent users sharing a
common interest or exhibiting similar attributes. The networks also have a set of edges that represent the interactions
(internal or external). A complex network can be modelled as an undirected graph and can be divided into groups of nodes
called communities, modules, or clusters. In each group, there are dense intra-connections and sparse inter-connections
with the other communities [1]. The edge distribution in a randomly generated network is mostly uniform with a similar
degree of vertices; however, for real networks, the degree of distribution is not uniform, and the edges could be denser
among some groups of entities and rarer among the others, which represents the structure of the communities. In the social
networks, the entities naturally fall into communities and the internal relationships in such networks are dense while the
external relationships are rare [2], [3]. The rapid advancement of the internet and social networking over the past few years
has allowed people to connect

and share information and opinions more effectively and the representation of such connections (where people represent the
nodes and the link between two persons represents the edge) has been primarily considered positive. Hence, the relationships
have been mainly expressed as common interests, collaboration, friendship, and membership to the same group. Since the
earlier research efforts on structural balance theory were reported by [4] in relation to the attitude and perception of the social
organization of people which was later generalized by [5], the relationships among individuals has been considered either
positive or negative, such as friends-enemies, like-dislike, trust-distrust, love-hate. Signed networks refer to an extension to
complex unsigned networks while additional positive and negative information is added to the connections; thus, the positive
links could represent friendly relations while the negative links could be the antagonistic relations. The determination of the
community structure within these kinds of networks has become a trending research area as it allows the determination of
the instability within relationships for a better prediction of the changes within an organization. Communities are the major
network structures; individuals within a community are more connected with each other compared to their connection with
members of another community. Individuals connect with one another because they simply know each other or because they
have something in common; so, it can be stated that communities are the major structures in any network [6]. Most of the
recently developed approaches for community detection [7], [8], [9] rely on the general definition of the community
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presented by [10]. New extensions have also been suggested for the definition of community in both overlapping and non-
overlapping the community structures [11]. However, such definitions of community structure are yet to be well explored
for signed networks. Several models have been proposed in the literature for different unsigned community detection models,
including modularity is normally applicable for the signed and unsigned community detection [12], [13], [14]. Modularity
maximization allows the use of the employed “detection algorithms to partition the networks into various dense partitions
that differ greatly from random divisions. Despite the possibility of exploiting such modified unsigned community detection
models for the detection of signed communities, they are not suitable enough to address the issue of community detection in
signed complex networks [15]. The signed connections between different nodes and their role in community classification
into strong and weak communities are yet to be explored in the literature. Considering the relevance of the positive and
negative signs over connections between various nodes as the main reason due to their important roles in signed complex
networks [16].

2. COMMUNITY DETECTION ALGORITHMS

Various community detection algorithms have been detected over the years for unsigned networks; these algorithms are
classified as [12] Graph-based (GBA) and Density-based (DBA) algorithms. The GBAs are further grouped into graph
partitioning and graph clustering approaches [17]. The main idea of the graph partitioning algorithms is to partition the graph
into several predetermined groups of higher intra-group densities and lower inter-group densities. Signed social networks
are associated with scalable dynamic properties and this is a limitation to the use of the common clustering methods as they
require the pre-knowledge of the number and size of the communities [18]. The other community detection approach is the
DBAs that have been designed to identify arbitrarily shaped communities. The study by [19] developed a DBA called
DBSCAN in which only one parameter serves as the input while the object is taken as points to form communities. Another
study by [20] proposed a DBA called OC Miner for the identification of overlapping communities in social networks.
illustrates and summarizes the classification of CD methods.

CD Methods

[T

[ \

Graph Partitioning Graph Clustering DBSCAN

Fig. 1. Classification of Community Detection Methods

Even though community detection has received much research attention over the years, most of the devoted studies were
based on unsigned complex networks while few studies have investigated the signed community structures for the co-
existence of positive and negative relationships. This section provides a systematic review of the important recent works
related to this research. Amelio and Pizzuti [21] focused on the detection of community in signed networks using multi-
objective optimization models. They proposed an optimization framework that relies on the maximization of signed
modularity (Q,) introduced by [22] and frustration minimization as define by Doreian and Mrvar [23]. The proposed model
emphasized more on identifying the partitioning solutions (C € Q) with low frustration and high modularity structures. The
study proposed a Genetic Algorithm for handling the above explained multi-objective model, and attained a good
performance in terms of NMI, and signed Modularity.

Liu et al. [24] proposed a multi-objective community detection model for a given graph. Their work depended mainly on the
definition provided by Huang et. al. [25] of the structural similarity between vertices in a given graph. The main key point
of their method is the structural similarities between two neighbouring nodes in undirected graphs or networks. The
performance of the multi-objective maximization model proposed by Liu et al. was compared against Forward Error
Corrections (FEC) method proposed by Yang, Cheung, and Liu [26], and the extension provided by Blondel et al. [27]. The
results showed the effectiveness of the model by Liu et al. [24] compared to the other models.
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Amelio and Pizzuti [28], which is an extension of their initial work, aimed at improving the final solutions achieved by their
model in terms of its signed modularity (Q,). This improvement involves the movement of the positive inter-links from their

communities to the adjacent communities while sustaining the increase in their Qg value. From the experimental and

simulation studies on real-life networks, the proposed model was found more effective than the state-of-the-art approaches,
including those proposed by [29] and [24]. Recently, several studies have been published based on the work of Amelio and
Pizzuti, such as Sani et. al. [30], and Li et al. [31].

Bara’a et al. [32] focused on the community structure in both weak and strong connections. They proposed a novel model
for community detection based on weak and strong connections in signed networks. This model was evaluated in terms of
its performance against the other existing methods. The study introduced a novel multi-objective model with an anti-
frustration heuristic operator for signed community detection. The experiments showed that the proposed model performed
better than the other models.

Nancy and Bharadwaj [12] presented an evolutionary-based multi-objective framework for community detection in signed
networks which considered both the link density and the link information type. The study also designed a matrix
representation of a chromosome with the appropriate mutation and crossover operators. Three basic network properties
(Modularity, Frustration, and Social Balance) were considered as the optimization criteria. From the analysis of the results,
the efficiency and effectiveness of the proposed model were established.

Liu et al. [33] have proposed a Multi-objective Ant Colony Optimization with Decomposition (MACOD) for community
detection problems. Two main contributions were suggested in MACOD, first, two objective functions were divided into a
set of sub problems, where each ant handled a single objective sub problem. Second, proposing a problem specific individual
encoding strategy based on the graph. In addition, to enhance the stability of MACOD, a local search mechanism was
designed. The performance of MACOD has been evaluated based on nine networks. Although it performed well in terms of
Normalized Mutual Information (NMI) and Modularity (Q), the performance was similar to another community detection
algorithm which was Multi-Objectives Particle Swarm Optimization with Decomposition (MODPSO).

Ji et al. [34] proposed an optimization algorithm for handling the problem of community detection based on Ant Colony
Optimizer (ACO), the proposed algorithm which was called “Multi-Objective Community Detection-Ant Colony Optimizer
(MOCD-ACO)”, consisted of two main components: MOEA/D for dividing the problem into M sub problems, and multi-
objective ACO (MACO) which was responsible for handling these sub problems. Moreover, weight simulated annealing
local search operator was employed for improving the quality of the solutions and escape the local optima. MOCD-ACO
was evaluated based on four real-world case studies, in terms of NMI and Q. The results showed that MOCD-ACO has
attained better performance because of the combination between the decomposition process of MOEA/D and MACO.

Che et al. [35] have proposed a community detection based on Memetic Algorithm (MA) for signed networks, their algorithm
was called “MACD-SN”. The signed modularity (Qs) represented the main objective function. In order to enhance the
performance of MA, they have proposed novel crossover and variation operators and proposed a new local search method
for helping the algorithm escaping from the current local best and search for better solutions. The results were evaluated
based on five different synthetic signed networks, the types of these networks were different in terms of balancing, one
network was balanced while the rest were unbalanced. Although MACD-SN was better than the other competitors in most
experiments, it suffered when detecting the overlapping communities in signed networks.

3. COMMUNITY DETECTION ALGORITHMS

3.1 Networks and Communities

Networks (graphs) are one of the most fundamental data structures in computer science. A network can be represented as an
adjacency matrix A € RV*N, where N denotes the number of nodes in the network. Here, the entry A;j is one if there is a
connection between node i and j, and zero otherwise. A graph is used to represent the relationships of objects in a certain
network. An object in a network represents a single node or vertex and the relationship between two objects is called edge
or link.

The network can be used to describe the connection between humans and their relationship in social life, countries in the
world trading commodities, cities in a delivery problem, train stations or bus stops in some transportation system, connected
computers on the Internet, airports in-flight data set, interactions between proteins in biological systems, and so for.
Analysing such types of networks has become an immensely promising research area, and there is a lot of active research in
network science, including community detection.

A static network is modelled as a graph G = (V, E), where V represents the set of nodes or vertices, V(G) = {vl, vy,.. vN}

with N = |V| and E (G) represents a set of L links or edges between nodes; L = |E(G)|.This definition is extended for singed
networks as G = (V,E, W), where W represents the type of the connections, W can be formulated as W:V xV —

{—1,0,+1}, where A;;= +1 if there is a link positive connection between v; and v; where i,j €{1,2,..., N }, A;;= -1 if there



Abdulrahman et al , Vol. (2023), 2023, pp 37-45

is a negative connection between v; and v; while A;;= 0 otherwise. Therefore, the graph is considered undirected and
unweighted; each node has some connections to other nodes, and this number of connections is the degree (deg) of the node.
The adjacency matrix contains all the important information about the graph. Each row and column is indexed by a node’s
number, and all elements on the main diagonal in the adjacency matrix are zero as there are no connections between a node
and itself. Figure 2 illustrates a graph partitionedinto three communities in different colours. It also displays the matrix
representationof the graph. The objective of community detection is to partition th e graph, or equivalently, into a set of
K clusters or communities € = {C,, C,, ..., C;}. The number of nodes in the cluster can be denoted |Cy|.

g ol 1] 1] oo o] o] o]0
1 1/-1/0] o] o] o]0

\/ 1] 1] o] olo] of-2] ofo0
S5 0|-1 0| 0|0
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Fig. 2. Graph and Adjacency matrix representation of a network, the values 0 if no connection between two nodes, 1 if there is a positive connection
and -1 if there is a negative connection between two nodes as shown in red colour

It is important to mention all the important mathematical formulation as follows:

o Degree of a node in a network (N) deg(n;, N): represents the number of edges between the nodes.
deg(n;,N) = ?’:114;'1' (1)

while the Degree for the connection of all nodes in a Network (N) is represented by Deg(N) = Z?;l deg(n;, N).

e Degree of acommunity Deg(Cy, N): represents the number of edges between the nodes in a single community.
Deg(Cx,N) = Yicc, XN-14y; ()

o Internal degree of a node deg;, (n;, C): represents the number of edges for a single node in a single community.
degin(n;, Ci) = Zjeck Ayj (3)

e Internal degree of a community Degm(Ck, N): represents the number of edges between the nodes in a single
community.

Deg;,(Cx,N) = Zieck ijeckAij (4)

e External degree of a node deg,,;: (n;, C): represents the number of edges for a single node and other communities.

degout(ny, Ci) = Zjeck Ajj (5)
o  External degree of a community Deg,,,: (C, N): represents the number of edges between the nodes in two different
communities.
Degout(Cio N) = Yiec, Xec, Aij (6)

e Strong nodes: A node is called “Strong” when its internal degree is larger than the external degree.
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degin (ni' Ck) > degout(ni' Ck) (7)

e Strong community: represents the count of the strong nodes within a single community.
Degin(ckﬂN) > D6gout(Ck' N) (8)

e Weak node: A node is called “Weak” when its internal degree is lower than the external degree.
degin(n;, Ci) < degoue(ny, Ci) )

e Weak community: represents the count of the weak nodes within a single community.
Degin(Cy, N) < Degou:(Cy, N) (10)

e Cardinality of a community |Cy |: represents the number of nodes within a single community.

Generally, the graphs of the networks can be classified into two different types (classes) based on the type of connections
between the nodes. These classes are unsigned and signed graphs. Signed networks or graphs can be divided into two
adjacency matrices A* and A~ where A = A* + A™. The connection between the nodes is positive when nfand n; (i.e., the
value in A% is equal 1) while the connection is considered negative when n; and n; are connected (i.e., the value in A~ is
equal 1), as follows:

. 1if n;and n;is a positive tie in E
+ +\ — 4 ]
Positive (ni 'y ) B {0 Otherwise
1if n;and n;is a negitive tie in E
f i j g (11)

Negitive (ni_:nj_) - {0 Otherwise

3.2 Evaluation Scores

Each generated candidate solution can be evaluated based on the following evaluation measures:

o Normalized Mutual Information (NMI):
This is the most widely used similarity measure to assess the accuracy of community detection algorithms. The NMI has
been proven to be reliable. The NMI value increases gradually when the two partitions become more similar and vice
versa. In addition, NMI is symmetric and unbiased in terms of cluster distribution [36], [37].
Let P and C be two partitions of a network with K, and K. communities, respectively. Also, let Z be the confusion matrix
whose elements Z;; are defined as the number of nodes in the community i of partition P that is also in the community j

of the partition C. If zf = ch Z;; is the number of nodes in the community i of the partition P and similarly for Z7,
then, the NMI is defined as follows:

-2 2:(:”1 2;.(261 Zijlog (ZijN/Z{ Z§)
NMI(P,C) = Kp ,P P Ke ,c c
.5 2l l0g (2 /N)+E 5, Zf10g (25 /N)

(12)

The NMI is non-negative and equal to zero if and only if the joint distribution Z;;/N can be written as a product of
distribution ZF /N and Z]-C, that is if knowledge of partition C provides no information about membership of partition C.
The NMI (P, €) = 1 when P and C are identical up to relabeling of the communities.

Therefore, NMI is considered a measure of the similarity between the known correct partition and a detected one as it can
overcome the problem of comparing different community structures.

Later, the NMI was developed by [38], to Weighted NMI (WNMI) as follows:

|KC*—KC|

WNMI(C,C*) =e~ k&&= x NMI(C,C") (13)

The resulted value of the first part in equation 13 represents the weight, which effect on the NMI. If the difference between
the correct partition (C*) and the predicted partition (C), i.e., both solutions have the same exact number of clusters, then the
exponential function generates 1. Then, the results of WNMI and NMI are identical. Otherwise, as the difference between
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these two solutions in terms of the number of clusters increases, then the value of WNMI decreases, because of the
exponential function.

o Modularity (Q):

If the ground-truth partition for the network is unknown, then modularity is often used as the internal measure to assess
the network partitions. However, it has a resolution limitation; it does not detect small communities well and tends to be
skewed by the size of the whole network. Modularity measures the strength of partitioning a network into communities.
Network partitions that have high values of modularity have dense connections within the community and sparse
connections with the others. It is widely accepted as a score that has been used in optimization methods for community
detection in the networks. Modularity has been introduced by [39] is defined as:

0(C) = yk_, IPeamCil _ (Deg(ck,zv))z (14)

2Deg(N) 2Deg(N)

where 2Deg(N) represents the volume of the network. Q (Cy) shown to be the summed difference between the fraction of
links within a community minus the expected fraction of links within the community if the graph were rearranged at random
but preserving the degree distribution. The range values for the modularity falls in the range of [-0.5,1], where 1 implies
accurate community structures. The modularity value is positive if the number of connections within the community is more
than the number of expected connections from a random arrangement in which the degree distribution is preserved. It is
negative when each node is in one community or sometimes when the network is partitioned into very small communities;
0 implies that all nodes are in one community.

It should be noted that increasing network cardinality causes an exponential increase in the possible partition space. Therefore,
modularity optimization is considered a non-deterministic polynomial-time (NP-hard) problem. Gomez et al [22]
reformulated the definition of modularity as modularity signed (Q,) that aims at reflecting the strength of the correlations

(both positive and negative) in signed networks while ensuring the probabilistic semantics of Q are preserved :

Qs(C) =
s 2Deg*(N) + 2Deg~(N)
degt(v;,4)  deg”(v;,4)
Toier Zojer | (Aiy = jrias = SEE)] 6(Ci ) (15)

where §(C;, C;) in equation 13 is the Kronecker delta function, which is defined as follows:

1if nyand n; belong to the same cluster
0 Otherwise

5 = { (16)

o Error Rate (Error):

The error represents the impact of the negative-internal connections and positive-external on the total number of nodes
[26], as follows:

X T +
Error(C) = 2k=1<De92LZ(e€;(+I$egout(e)) (17)

where Deg;,,(C) and Deg,,;(C) denote the negative-internal connections, and the positive-external connections for a
specific cluster (Cy) respectively.

4. MULTI-OBJECTIVE OPTIMIZATION PROBLEMS

A multi-objective optimization problem is an optimization problem that involves multiple objective functions, in
mathematical terms while trying to either minimize or maximize the mathematical function of several variables with respect
to certain constraints. This general framework can be used to model several problems, both theoretical and real-world. The
structure of mathematical models (mathematical programming model) can generally be represented as follows [40], [41],
[42]:

Max or Min f(x;), @ .
subject to h;(x;) =0, ( ,2,3,.,)),
ge(x) <0, (k=1,2,3,..,K) (18)
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where x is the decision variables, and f;(x), h;(x), and g, (x) are functions of the design vector.

One of the main components of an optimization problem is the objective function which needs to be minimized or maximized.
If the optimization problem consists of only one objective function, then, it is called a “Single-Objective Optimization
Problem (SOOP)”. Otherwise, it is called a “Multi-Objective Optimization Problem (MOOP)”. The general mathematical
formula for any MOOP is given same as equation 16.

The problem of identifying the communities in any given network is considered as MOOP, as there are two main objectives
which must be handled; (i) maximizing the internal connection between the nodes inside the communities, and (ii)
minimizing the external connections between the nodes with the other nodes in different communities.

Regarding MOO, the term domination is commonly used for this purpose. Here, our discussion is restricted to the concept
of unconstrained optimization problems (problems without any form of equality, bound constraints, or inequality).
Considering two solutions, the domination between them is defined thus:

Solution S, is considered to have dominated by Solution S, only when the following conditions are met:

1- Inall objectives, solution S, is never worse than solution S; ; hence, the comparison between the solutions is only based
on the values of their Objective Functions (OFs) or the position of the related points z* and z?2 in the OF set Z.
2- Inat least one objective, Solution S, must be better than Solution S;.
A pairwise comparison is possible for a given pair of solutions or the related points in the OF set Z using the above-stated
definition and the dominance of a point on the other can be proven. The non-dominated points of a class are all the points
that are not dominated by any other set member, shows the generated illustration of Pareto Optimality and
Dominated/Non-Dominated Solutions.
One major feature of any two of such points is that a point-wise gain can only be made in an objective at the expense of at
least one other objective. With this balance between the properties of the non-dominated points, practitioners can focus on
establishing a wide range of them prior to taking a final decision. These points somehow constitute a front which may be
disconnected in some cases when considered collectively on the objective space. Therefore, it is always considered that the
non-dominated points often represent a non-dominated front.
Considering the above concept, the Pareto-optimal solutions in MOOP can now be easily defined. For the above task, if the
given set of points contain all points in a feasible decision variable space, then, the points which, by definition, lie on the
non-domination front, are not dominated by any other point within the objective space; thus, they are considered Pareto-
optimal points which collectively make up the Pareto Optimal Front. while the related decision variable vectors are the
Pareto-optimal solutions. illustrates the Pareto Optimality concept; Optimization algorithms such as multi objective
evolutionary algorithm (MOEA) and multi objective genetic algorithms (MOGA\) are used to obtain a Pareto Optimal Front
curve or surface.

A (Fl.min, F2.111ax)

Non-optimal solutions

® Pareto front

E(x)

Optimal
bO].thlOIlS (Fl.m:\x, FZ,min)

E(x)

Fig. 3. The concepts of Pareto Optimality

>

Although the optimal solution in a SOOP is normally defined, it is not the same for MOOP as the objectives in MOOP are
sometimes conflicting and a single solution may not represent the best solution for all the objectives. Hence, rather than a
single optimum, a set of trade-off solutions generally called Pareto-optimal Solutions is established. Being that no other
solutions are better than these solutions in the design space and can never be dominated, they are considered optimal solutions.
From the mathematical perspective, the definition of the dominance between two solutions can be expressed as x, dominates

x, if :

fi(x)) < fi(x)Vi € {1,2,..m}and 3j € {1,2,...,m} | f;(xy) < fi(xz)  (19)
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5. CONCLUSION

In this paper, we explored the complexities of signed social networks and the challenges associated with community detection
within these networks. We reviewed and compared several advanced algorithms, including ant colony optimization, genetic
algorithms, and memetic algorithms, focusing on their application to multi-objective optimization problems in signed
networks. Our findings indicate that these algorithms effectively balance modularity and frustration minimization, crucial
for accurately identifying community structures in networks with both positive and negative relationships. Our analysis
demonstrated that multi-objective approaches, particularly those incorporating local search mechanisms, significantly
enhance the stability and performance of community detection algorithms. The results from various case studies and
synthetic datasets showed that the integration of decomposition processes and innovative local search methods led to superior
performance in terms of Normalized Mutual Information (NMI) and modularity (Q). Future research could further refine
these algorithms and explore their application in more diverse and dynamic signed network environments. Additionally,
investigating the impact of different objective functions and developing more sophisticated hybrid approaches could provide
deeper insights into the structural dynamics of complex social networks.
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