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A B S T R A C T  

Because of the rapidly growing number of connected devices, the Industrial Internet of Things (IIoT) has 
presented significant security challenges. IoT networks must be secure and efficient in order to remain 
sustainable. We present an integration of federated learning and optimization techniques to detect 
intrusions in IIoT. By combining CNNs with the proposed framework, model accuracy can be enhanced 
while communication costs are minimized. Data security and user privacy are ensured through the 
implementation of differential privacy mechanisms. In addition to high rates of accuracy, precision, and 
recall, the framework has an efficient training management process. With its robustness and scalability, 
the proposed method offers a better solution for IIoT security concerns than traditional centralized 
machine learning methods. 

1. INTRODUCTION 

With the industrial Internet of Things (IIoT) advancing rapidly in recent years, wireless transmission and processing 

technologies have been playing an increasingly important role. With the development of IoT networks, cutting-edge 

portable devices such as smartphones, smartwatches, and applications are becoming more common. Smart cities, smart 

manufacturing, navigation systems, and smart healthcare are among the business sectors that have extensively incorporated 

these technologies. As IoT networks proliferate rapidly, they still present a number of significant challenges. Managing 

IoT systems efficiently and flexibly, expanding applications, and accommodating future expansion are some of the 

challenges. Moreover, IoT networks require constant computing resources, which makes them cognitively demanding and 

time-efficient, as well as highly secure against unauthorized access. A new generation of users is becoming aware of the 

importance of protecting their private information as a result of rapid advancements in digital technology [1], [2]. 

An integrated learning platform that includes local training should be possible with devices that are capable of working 

together. Machine learning (ML) can be implemented on a decentralized platform called Federated Learning (FL) [3], [4]. 

Because FL is an end-to-end learning framework, it automatically promotes confidentiality and privacy since the end device 

does not transmit the data. Participants' data is used to train distributed learning models. Only the settings that have been 

changed are shared between a client device and a cloud server. 

The security of IIoT devices is becoming increasingly important to both consumers and manufacturers[5]. As IIoT devices 

lack the necessary security mechanisms, they are susceptible to attacks. Among the main reasons for this are their confined 

environments and low computational power. As a result of their low power consumption, IoT devices are usually limited 

in terms of the functions they can perform. This ultimately leads to security measures failing. The security risks associated 

with individuals using default settings, no passwords, or weak passwords are enormous. Most IIoT devices come with 
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default passwords that are easy to remember or don't require a password at all. This vulnerability can be exploited relatively 

easily by hackers once they gain access to these devices. This vulnerability may enable attackers to commit serious attacks 

on IIoT devices, compromising the privacy of users [6]. Efforts are underway to design quick and effective systems that 

will prevent catastrophic harm. Intruders are constantly monitored for signs of intrusion by intrusion detection systems 

(IDS) [7]. 

Using pre-established rules, it decides whether network packets will be allowed or denied based on their metadata. An 

intrusion can be detected in one of two ways: through detection or deployment. Additionally, each of these categories has 

two subcategories. Intruder detection systems can either be host-based (HIDS) or network-based (NIDS). A signature-

based system detects intrusions, while an anomaly-based system detects them. The first case involves predefined patterns 

of behaviour. Because of this, signature-based IDS are not capable of detecting unknown threats. Anomaly-based IDS 

identify potential threats based on specific network traffic characteristics when detecting anomalous behaviours in the 

system. IIoT networks currently lack a practical IDS that uses ML-based methods to detect irregularities in their systems. 

Nonetheless, typical centralized systems suffer from single points of failure (SPOF) [8], among other shortcomings. This 

problem is addressed by the FL protocol, which allows devices to train a machine-learning model without exchanging or 

receiving data. 

Due to the expansion of the IoT, the number of security vulnerabilities and threats associated with IoT devices and systems 

is increasing significantly. Detecting IoT attacks and cyber threats early is possible through intrusion detection systems 

(IDSs) [9]. A number of IDS mechanisms based on artificial intelligence (AI) have been incorporated into the market in 

recent years. These mechanisms study the network traffic of devices to detect anomalous behaviour that could indicate a 

particular type of attack [10]. In heterogeneous and untrusted IoT devices, AI-based IDS have been trained to detect attacks 

through the analysis of network traffic and behaviour[11]. As a result, this approach raises privacy concerns since private 

information can be shared between different domains [12]. 

 

2. RELATED WORK 

Two recent surveys have been conducted about IoT intrusion detection [13]. This paper presented a taxonomy that 

organizes IDS based on their specificity to the IoT, provided by the author [14]. They also compared IDS with IoT and 

looked at installation strategies, detection mechanisms, and validation strategies. According to the author [13], IoT intrusion 

detection processes should be improved. IoT architecture was the focus of their study. An in-depth and critical analysis 

was presented. A paper by [3] discussed how machine learning could be used to protect massive IoT devices from various 

attacks. IoT devices and machine learning were the focus of the author [15]. Data generated by modern communication 

systems generates massive amounts of information, and machine learning improves performance and resource allocation. 

Research was conducted to improve the connectivity of wireless devices through distributed learning. Wireless sensor 

networks (WSNs) are commonly attacked by denial-of-service (DoS) attacks [16], [17]. To address the problem, they also 

studied ML-based IDS. In addition, most conventional solutions lack ML-based approaches; therefore, ML IDS was 

recommended for TCP/IP security. The author proposes a system that detects IoT anomalies using dimension reduction 

and a classifier [18]. 

Author [19] says that IoT environments can be made safer by alerting users to abnormal events based on footage from 

connected surveillance systems. In the proposed solution, deep neural networks, multi-classifiers, and kernel density 

functions are utilized. It uses the Random Forest Differential Evolution with Kernel Density (RFKD) method to detect 

abnormal behaviour, and when it detects abnormality, it sends an MQTT signal to IoT devices. A multi-anomaly detection 

system, however, is not addressed in this work. An artificial neural network, a convolutional neural network, and a recurrent 

neural network were used by the author [20] to detect distributed DoS (DDoS). Two new traffic datasets, CIC-DDoS2019 

and TON-IoT, included various DDoS attacks, which were used to evaluate each model. Using two-tier classification and 

dimension reduction, [21] presents a method for detecting intrusions. 

Furthermore, this method is able to identify cyberattacks that originate at the local level and travel up the root level (U2R) 

and from the root level to the local level (R2L). Minimizing dimensions can be achieved using several methods, including 

linear discriminant analysis and component analysis. It identifies anomalous behaviour by using two versions of KNN, 

Naive Bayes and certainty factor. The proposed intrusion detection system consists of two steps [22]. 

According to [23], detecting network intrusions can be achieved using FL-based methods. As far as privacy protection and 

network intrusion detection are concerned, it's supposed to resolve those issues. A local version of the GRU deep learning 

model is run during iterative training. Using federated learning techniques, the parameters of network traffic can be 

aggregated and averaged locally. Their experiment relied on the widely used lab simulation dataset CICIDS2017. IoT 

networks are becoming larger and more complex, making distributed learning important [24]. For IoT networks to achieve 

ML accuracy, global algorithms must be updated regularly, resulting in high data costs. A wireless FL system was 

investigated as a means of reducing communication costs and improving learning performance at the same time. By 

decoupling power, bandwidth, and transmission indicators, the Lagrange multiplier method maximizes information flow 
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through networks. Power and bandwidth are allocated using an algorithm based on linear search. When using local 

differential privacy (LDP) on native IoT terminals, power IoT faces a major challenge to balance utility and privacy [25].  

 

3. METHODOLOGY 

In industrial environments, this deep learning framework is used to detect intrusions by combining multiple data sources 

and advanced machine learning techniques. It is necessary to preprocess the data after it has been collected in order to 

ensure accuracy, quality, and accuracy. There are three steps that machine learning models need in order to function: 

handling missing values, normalizing numerical features, and encoding categorical variables. Preprocessing is essential to 

ensure data integrity and improve the reliability of subsequently analyzed data. After preprocessing, Convolutional Neural 

Networks (CNNs) are used to extract features. A CNN's ability to identify complex patterns and features in large datasets 

makes it an ideal tool for analyzing large datasets [26]. Mechanisms for detecting anomalies are integral to the framework. 

As part of this step, the extracted features are analyzed to find any patterns that are unusual or unexpected. During the 

framework's final phase, real-time monitoring and performance assessment are conducted.  

3.1  Data Preprocessing 

Transforming data values to make the acquisition and processing of information more efficient is part of preprocessing. 

Since most datasets have large contrasts between maximum and minimum values, normalizing them minimizes the 

complexity of the algorithm used to process them. Normalizing the data allows neural network algorithms to be classified 

appropriately. Normalization usually involves converting the current range of data to the norm using a min-max algorithm. 

Using Equation (1), we can find the normalization formula. 

𝑝 =
((𝑥 − 𝑥𝑚𝑖𝑛)(𝑀𝑎𝑥 − 𝑀𝑖𝑛)

(𝑥𝑚𝑎𝑥 − 𝑥min⁡) +𝑚𝑖𝑛
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(1) 

Consider (𝑚𝑖𝑛,  𝑚𝑎𝑥) as representing the specified input variables (𝑥𝑚𝑖𝑛 ,  𝑥𝑚𝑎𝑥) as representing the initial input variables, 

and 𝑃 as representing the converted input variables. Z-scores are used to normalize datasets by standardizing their features. 

The feature values of a dataset can be normalized using its properties. An equation representing these values in Equation 

(2), in which a feature's mean (average over all of its values in a dataset) and standard deviation of the average are given. 

𝑥′(𝑗) =
𝑥𝑗 − 𝜇 𝑗

𝛿𝑗
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(2) 

3.2  CNN-based AI Framework  

This section describes the CNN-based AI framework proposed by the author. The CNN-based AI framework's specific 

architecture is shown in Figure 1. As seen in Figure 3, 3D convolutional layers with decreasing kernel sizes are used to 

extract features. A twofold reduction in feature maps is achieved when MaxPooling is introduced before the Rectified 

Linear Unit layer (ReLU). In this way, the model becomes less computationally complex. The developed model adds ReLU 

layers to reduce the effect of gradient vanishing. Dropout layers are added to prevent overfitting. A dropout layer produces 

output by connecting it to a fully connected layer. 

 
Fig. 1. Deep learning model based on CNN-based AI framework 

CNN-based deep learning models are commonly developed using the coarse-to-fine framework. As a result of the high 

proportion of trainable parameters involved in the coarse-to-fine framework, the computational cost is significantly high. 

Our implementation uses the well-known pyramid architecture. Initially, there are a large number of kernels in this pyramid 

architecture, but as we move deeper into the network, they become fewer.  

A description of the various layers within the developed deep learning model is given below, including MaxPooling, 1D 

convolution, ReLU, dropout, and FC. 

1. 1D Convolution Layer 

A feature extraction block would not be complete without the operational model for this layer. A feature extraction 

block would not be complete without the operational model for this layer. A CNN layer's learnable filters have similar 
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receptive fields. As a result of convolving inputs 𝑖1, 𝑖2, 𝑖3, 𝐼4, 𝐼5 with kernel weights 𝑤1, 𝑤2, 𝑤3, the feature maps 

𝐹𝑀1, 𝐹𝑀2, 𝐹𝑀3 can be obtained. Feature maps are obtained using Equation 3 in Figure 2. 

 
Fig. 2. An overview of the 1D convolution process 

𝐹𝑀2 = 𝑤1 ∗ 𝐼2 +𝑤2 ∗ 𝐼3 + 𝑤3 ∗ 𝐼4⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(3) 
As a result of the CNN layers of our developed model, we can produce feature maps based on the inputs with learnable 

filters. In deep learning models, convolutional layers can be stacked appropriately to learn features from input data 

early on. Input signal features are tracked by the feature maps produced. If you slightly shift the location of various 

features, you'll get a completely different map of features. 

2. Max pooling Layer  

An additional pooling layer is normally applied after the convolutional layer to mitigate feature map invariance. The 

feature map created from this method is affected differently when it is used to create new pooled feature maps. Pooling 

filter sizes are typically much smaller than feature map sizes. With the pooling layer incorporated into a deep model, 

feature maps (pooled) are produced that show a summary of the input signals. We have chosen MaxPooling, which 

is a down-sampling method. An input signal is slid across MaxPooling, and its maximum value is chosen within the 

overlapped area. Convolution was followed by a MaxPooling layer in our proposed CNN-based AI framework.  

3. RELU 

In deep learning models, Rectified Linear Units (ReLUs) are added as activation functions to enhance the ability to 

learn complex structures. During the development of our deep learning model, we add ReLUs after MaxPooling and 

after the fully connected layer. Using Equation 4, ReLU operates by thresholding. 

𝑓(𝑧) = max(0, 𝑧)⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(4) 
4. Dropout  

Deep learning models can be overfitted by adding a dropout layer. As part of the deep learning training process, it 

randomly selects some neurons and deactivates them. Neurons that have been deactivated have no effect. 

5. Fully Connected Layer  

In any deep learning model, a fully connected (FC) layer is added for nonlinear mappings between inputs and outputs. 

Deep learning models are usually finished with an FC layer. 

3.3  AI-powered Anomalies Detection 

It is important to detect and investigate time series anomalies, especially when working with sensor data from physical 

infrastructure. We define normal behaviour as deviations from normal patterns on a daily basis. Each of the methods below 

assumes that the data will be used daily, whereas week-to-week usage can vary. Either technique can be used on any 

periodicity, and there is no restriction on its use to daily patterns. In the first method, recent measurements are taken into 

consideration more than older measurements, resulting in a weighted prediction. It involves transforming the observed 

daily pattern into a transformed space and looking for differences. 

The prediction method used must be accurate and expressive in order to compute anomaly scores that are reliable and 

accurate. Our prediction process incorporates developments over time as described above, assuming daily patterns. So, we 

used a weighted averaging scheme, where recent values are given a higher weight, while older values are given a lower 

weight. The following documents provide further details: [27]. This prediction method is not affected by holidays or 

external events, so it is very effective when predicting weekly patterns. Changing seasons will affect the prediction model, 

but alternating behaviours cannot be predicted. The quality of the prediction will be negatively affected by a randomly 
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distributed power usage pattern throughout the day. When a time series is highly unpredictable, any difference between 

predicted and actual values will have less significance than in a pattern with very small deviations. Anomaly scores are 

calculated as follows: 

𝑎𝑛𝑜𝑚𝑎𝑙𝑦[𝑡𝑖𝑚𝑒] =
|𝑝𝑟𝑒𝑑𝑉𝑎𝑙[𝑡𝑖𝑚𝑒] − 𝑜𝑏𝑠𝑉𝑎𝑙[𝑡𝑖𝑚𝑒]|

𝑎𝑣𝑔𝑡∈𝑇𝑖𝑚𝑒(|𝑝𝑟𝑒𝑑𝑉𝑎𝑙[𝑡] − 𝑜𝑏𝑠𝑉𝑎𝑙[𝑡])
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡(5) 

An anomaly score is calculated at a specific time point in a time series. Observations are normalized using the model 

deviation average. 

 

4. RESULT AND DISCUSSION 

On a centralized model, various machine learning approaches were applied and evaluated by metrics such as Precision, 

Accuracy, and Recall. The model uses these metrics to identify benign and attack classes in the data. A combination of 

RNN and the proposed methods achieves 93% and 93% Accuracy and F1-score, respectively. The proposed method was 

able to correctly identify benign as well as malicious attacks with a Precision and Recall score of 94% and 93%, 

respectively. Although centralized models deliver commendable performance, they are still prone to failure. (shown in 

Figure 3). 

 
Fig. 3. Detection of intrusions using a centralized model. 

After 50 FL rounds, Figure 4 illustrates the FL training time. As shown in the figure, three, nine, and fifteen FL clients 

consume more time when using different types of data distribution, IID and Non-IID. With an increasing number of clients, 

training time increases (Figure 4). The figure also clearly shows that the proposed method obtains faster training results 

than RNNs.  

 
Fig. 4. Number of clients versus Training time (for IID).  
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According to Figure 5, different data distribution types have little effect on training time, although non-IID scenarios show 

a slight increase. Because of this, the proposed method requires a considerable amount of training, both in terms of machine 

learning as well as the number of clients involved. 

 
Fig. 5. Number of clients versus Training time (for Non IID). 

As shown in Figures 6 and 7, both centralized and FL techniques show the learning process versus accuracy graphs. Initial 

results indicate that the centralized methods (including both the proposed model and the RNN) are significantly less 

efficient than the FL technique. As the results narrow in subsequent rounds, the results become extremely competitive by 

the 50th round. In addition to performing effectively compared to centralized ML approaches, the proposed FL method 

provides additional advantages, which are detailed in the following sections. 

 
Fig. 6. Accuracy for proposed model (for IID). 

 
Fig. 7. Accuracy for proposed model (for Non-IID). 
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5. CONCLUSION  

Using a CNN-based deep learning model, we introduce an innovative framework for federated learning to address the 

security challenges in the IIoT. Using the framework, industrial Internet of Things data can be efficiently processed, robust 

features can be extracted, and anomalies can be detected. In addition to improving accuracy, precision, and recall, the 

proposed method is easier to implement and is less costly to communicate. By implementing differential privacy, data is 

protected without compromising system efficiency. In IIoT networks, the proposed FL framework proves to be an effective 

security solution. Developing additional privacy-preserving security mechanisms for complex IIoT environments, as well 

as expanding the capacity of the model to handle dynamic data distributions, will be the focus of future research. 
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